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Approach and Methodology (cont’d)

● Language is constantly evolving: existing words acquire 
new meanings and new words are added to lexicons.

● Accounting for semantic shifts is crucial for language 
models (LMs) to accurately model human language.

● Current pretrained LMs face challenges in adapting to 
new/modified words due to their initialization methods.

● Our goal is to develop new approaches to editing LMs for 
lexical adaptation with Urban Dictionary data.

● Evaluation method involves masked language modeling; 
masked example sentences are inputted into the model.

● Avg. ranking per word, calculated over distribution of 
possible logits (lower is better), plus number of urban 
dict. word appearances in the top k likely embeddings 
(GPT-2: k = 5, 10, 25; RoBERTa: k = 10, 100, 1000)

● Our work has demonstrated two approaches to editing 
LMs for lexical adaptation with Urban Dictionary data: 
initialization with embedding average trained with 
gradient descent, and finetuning LMs to learn mappings 
from definitions to embeddings. 

Approach 1: Adapting embedding initialization 

● Initialize new embeddings by averaging over pre and 
post-expansion embeddings to construct distribution.

● Sample from distribution and append sampled 
embeddings of respective model (GPT-2, RoBERTa).

● KL divergence is then bounded; as LM vocabulary size 
grows, new word probability decreases.

Approach 2: Finetuning via Common Word Mappings

● Train separate neural network by finetuning pretrained 
GPT-2 or RoBERTa model via training on dictionary of 
common words to learn mapping from dictionary 
definitions to word embeddings.

● Perform gradient descent on L2 loss between [CLS] 
embedding and ground-truth embedding of common 
words (see figure for architecture)

GPT-2 RoBERTa

Baseline Approach 2 Baseline Approach 2

Top 5 55 78 Top 10 31 710

Top 10 130 147 Top 100 219 1,499

Top 25 281 267 Top 1000 1,169 3,285

Avg. Rank 20.18329 20.32947 Avg. Rank 15,191.216 12,724.62

Experiment 2: Common words only

● The approach outperforms baseline on almost all 
metrics. For RoBERTa, Approach 2 results in almost 100% 
increase in Urban Dict. word appearances in the top k.

Experiment Results

GPT-2 RoBERTa

Baseline Approach 2 Baseline Approach 2

Top 5 123 175 Top 10 20 46

Top 10 287 371 Top 100 241 410

Top 25 758 734 Top 1000 2,451 4,660

Avg. Rank 25.532 24.793 Avg. Rank 2,633.670 2,679.187

Experiment 1: Novel words only

● The approach outperforms baseline on all metrics. For 
RoBERTa, Approach 2 results in 22x increase in word 
appearances in the top 10 and 5x increase in top 100 

● Both sets of results suggest that the trained model has 
successfully learned mappings from word definitions to 
word embeddings. 

● Model can predict word embeddings for unseen lexical 
items, used for downstream language inference tasks.

Future Work
● Investigating overlapping words in a dictionary: 

concatenating new definition to predict new embedding
● Considering novel multi-word lexical items: updating 

embeddings to incorporate new definitions
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